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Abstract — In this article, we do Automatic Speer
Recognition (ASR) for Gujarati digits using Dynamic ifie
Warping. For ASR, initially it is required to extra features of
speech signal which is done usinylel Frequency Cepstre
Coefficients (MFCC). Finally, recognition of the unknowspeect
signal is done with Dynamic Time Warping (DTW) algthm.

Index Terms— Recognition, Gujarati Digits, Mel Frequency

Cepstral Coefficients, Dynamic Time Warping

I. INTRODUCTION

In this era of electronic gadgets and intelligemtchines
Automatic Speech Recognition (ASR) is highly apgile
for our day-today task. It becomes boon if done in the na
language. ASR is a process of automatically recgg
words, spoken by a human, using the inforon contained
in a speech signal [1ASR is known as spee-to-text when
the input speech signal, after being recognizednbghine
produces the output as text. It is an ability afoanputer tc
recognize in geeral, naturally flowing utterances frc

various speakers [2].

Speech-tdext processing is one of the most impor
applications of ASR. It is also applicable in he-free
computing, voice dialing, call routing, domesticpaance
control, preparatiorof structured documents, health c:
military, telephony, home automation, automatedlec
system, automated information systerr [3]. ASR is very
helpful to the people with disabilities. Such pegpiho can'
use machines due to their disabilitiesn @ive instructions t
machines by their speech usin§peech Recognitic
technology. ASR with the output in the understameltrm
can be an important interface between a person eem

speak and disabled one.

A speech signal, of a word spoken by hur contains

important information such as gender, emotion, hpiand

Guijarati being spoken by tetifferent speakers. For these
signals,computation of MFCC and then DTW matchinc
done using MATLAB code. In the next sectiwe describe
speech production proces3hird sectiol describes the
feature extractin using MFCC and in the fourth sectis
DTW algorithm is introduce The last section holds the
experimental results ammmparison followed by conclusic

Gujarati by two different speakers

. SPEECH PRODUCTION

The process of Speech Production starts with aksp
formulating a message in his mind using the langubgt he
wants to speak. When the message is convertethimjoage
code a set of phoneméEBhe smallest unit of speech sou
are involved with it. When a speaker is ready tecexe this
message, some neunwdscular commands are produt
from brain. This results in vibration of vocal cadd it gives
some shape to vocal tract. The nemuscular commands
also determine the dation of sound, loudness of sound :
pitch. Based on shape of the vocal tract, a sosipddducet
as an acoustic signal [7].

identity of a speaker [4]These important features of spe:
signal are to be extracted in order to accuratetpgnize ¢
word. The feature extraction process is done uditel

Frequency Cepstral Coefficients (MFCC). The ceps!
coefficients represents speech signal, based aepton of
human auditory system [SNot only two utterances of ti
same word spoken by different users differ but bgrae use
can also differ in time as showin Fig.l. The matching of
such speech signals in the MFCC form can be domay

Dynamic Time Warping (DTW) algorithm. DTW alignset
word accuratelyand calculates the mmum distance

between two words [6].

The data for our processing is speech ss for digits in
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Fig.2. Speech Production Proce!

Vocal tract is a region starting from vocal cordiarmp to
lips. The length of this region iaverage human is about 17
cm. The crossectional area of this region is varying fror
to 20 cni. The shape of this region is determined by pas
of tongue, lips, jaws and velum. The combinatioralbthis
gives different shapes to vocal tract, wkproduces different
sounds.
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In speech production process, along with mouthviagti
nasal activity also takes place. This is represkbtenasa
tract which starts from velum and ends at nose. Wiadum

Ill. FEATURE EXTRACTI ON USING MEL
FREQUENCY CEPSTRAL COEFFICIENTS (MFCC)
A speech signal is combination of the relevant infaiomn

is lowered, nasal tract and vocal tract wesimultaneously along with other irrelevant components like backgd

and it produces a nasal soubdagrammatically, the spee:
production process cde summarized as shown in Fi.

The vocal tract which gives rise to the sound car
summarized by a schematic diagram as shovFig.3.
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Fig.3. SchematidDiagram of Vocal Tract System [7

A Speech signal is classified in following threatsi [7].
A. Silence StateA state in which no sound is produc

B. Voiced State A state in which vocal chords &
vibrating periodically, when an air flows from lus
A periodic triangular shaped pulse trail, cal
fundamental frequency, is generated. It has fregy
80 Hz to 350 Hz.

C. Unvoiced StateA state in which the vocal chords :
not vibrating. So air passes through a narrow s
This results in turbulgce. A resulting acoustic wa'
is nonperiodic and random in nature. We consi
this as a noise signal.

The shape of the noise signal depends on the naesso!
the vocal tract. So any speech sound is combinafi@atove
three states of the speech signal.

After a speech is produced the next step is togmize it.
Speech recognition can be classified into differelasse:
based on utterances. In this article, wit experiment with
the isolated word&igits) spoken in Gujarati. The SR syst
with isolated words consists of silence in both sioiethe
speech sample. Single utterance is accepted amea anc
speaker has to pause between each utterance. ddesging
of each utterance is done during a pause timeofher type:
of recognition involve ennected words, continuous spee
spontaneous speech etc.

70

noise, emotions etc. The process of capturing tial
information from the speech sigrand discarding the rest is
called feature extractiorThis isdone very efficiently with
Cepstral CoefficientsHuman ears are more sensitive to
higher frequencies. They cannot perceive frequsritigher
than 1000 Hz. Therefore, for recognition purpobke,lower
frequency components of the speech al are more
important thanhe higher frequency components

There are many feature extraction techniques likedr
Predictive Coding (LPC), Linear Predictive Ceps
Coefficients (LPCC), Mel Frequency Cepstral Coddffits
(MFCC), Human Factor Cepal Coefficients (HFCC) ett
Here, we will use MFCC to extract features becatsieows
high accuracy result for clean speech. It is moshrmonly
used algorithm for Speech Recognition. MFCC aret
parametric representation of speech signal. Theye
introduced by Davis and Mermelstein in 1 [5]. MFCC are
best approximations of human ears since they asecbar
human hearing perception. The basic stepscalculating
MFCC are as below and they are marized in Fig.4.

1”?“‘_ Speech Pre Emphasizing Mel Filter
Signal the Speech Signal Bank
bt
e Mel Filters
of frames
Applying Hamming g
Window on l%k_mg I_pg
of Energies
each frame
Finding DET
and Periodogram DCT —— MFCC
Estimates

Fig.4. Steps to CalculateMFCC

Step-1. Preemphasizing the speech sig

Step2. Framing the signal into several number of fre

Step3. Applying Hamming Window in Each Fra

Step-4. Takind@iscrete Fourier Transform aicalculating
Periodogram Estimates Power Spectrum

Step5. Applying Mel Filter Bank and findinEnergy of Mel
Filter

Step-6. Obtaining MFCC
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Now we will discuss each step in detail. x(n) be a
recorded digital speech signal.

A. Pre-Emphasizing

The recorded digital speech signal has wide rangat:

alsocontains noise. We have to reduce this noise are

signal look spectrally flat. To do this we usetfiosder high
pass filter and from tkj we get an emphasized verss(n)
of a recorded signai(n).

s(n) = x(n) —Ax(n—1); 0<A<1

1)
Usually the value afl is taken as 0.95. It means that 9
of each sample is originating from its previous ke [7].
The aim of this step is to boost the amount of gyém the
high frequencies. Due to this, the information fragher
formants (which representhe frequencies that pass the n
acoustic energy from source to the output is available to
the acoustic model.
B. Framing:
Speech signal is a constantly varying signal. Sds
difficult to analyze it entirely. But it does noasy much on i
short time period. Thereforgye have to divide this sign
into number of frames. The size of each frame igoirrant
because shorter frames will have fewer samplesewthié
longer frames will contain a signaith largevariation. The
ideal frame size is 180 milliseconds (ms). The framing
done in such a way that each frame overlaps ocadj@scen
frame. So each frame h&lssamples out of whic M samples
are overlapping with the next frame. Natur, M < N and
usually the values taken ake= 256 anc M = 100. Hence,
from a pre-emphasized signal(n), we havi s;(n), wheren
is the number of sample in each fre andi is the total
number of frames.

C. Windowing:

This processedpeech signal contains the unneces
distortion. Moreover it is dicontinuous in nature. in this
step of windowing the actiowill integratethe signal to all
the closest frequency line and make a signal coatis.
Usually Hamming window is used for this step [ The
hamming window is defined as

w(n) =054 —046cos(22),0<n<N-1 (2)
We multiply each frame of the signaf a Hamming windov
as defined in (2). Therefore we gefn)w(n) for all i.

D. Discrete Fourier Transform (DFT)

The next step is to take Discrete Fourier Transf(iDmT)
of the windowed signalising FFT algorithm (Fast Fouri
Transform, an efficient algorithm to calculate D. DFT of
signal gives us the spectral information. Basicaity
represents energy level at different frequencies.apply
DFT for alli we have,
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si(k) = Ep=1 simw(n)e” v ®3)

Herel < k < K, whereK is thelength of DFT. From this we
calculate energy level at different frequency u

pi(k) =~ Is; ()| * (4)
It is also called Periodogram estimates of the
spectrum.

E. Mel Filter Bank

According to Human ear perception experiments,
signal is perceived linearly for frequency lessnti®00 H:
andfor frequency greater than 1000 Hz, signal is peeck
on logarithmic scale. Human ears are much bette
detecting small chrges in frequencies at low frequer
level. So the information contained in low freque
components of the speech signal is more importampearec
to the high frequency compone The FFT Spectrum
obtained in previous steg wide and the speech sigi
doesn't follow linear scale [5]Ve use Mel scale to overcome
this problem. The Mel scale associates this percei
frequency of the speech signal v the actual measured
frequency.Any given Frequenc f can be converted to Mel
scaleM using,

M(f) = 1125 In (1 + %)
or (5)
M(f) = 2595 log (1 + %)

Mel Scale vs Frequency Graph
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Fig.5. Mel Scale versus Frequency Grag

From Fig.5, it can be seen that for frequency less 1
1000 Hz, the graph of Mel Scalersus frequency is nearly
linear and bgond 1000 Hz, it is nc-linear.

After converting frequencies to Mel scale, now \ppls a
filter bank consisting of 2@0 triangular shaped band pi
filter on Mel Scale. Due to Mel scale, they are-uniformly
spaced in such a way that there are more filtetoim
frequency region ahless filters in high frequency regic
The first filter starts at first point with valuem. It takes it:
maximum value one at second point. Finally it colmesk ta
zero at third point. The second filter starts atttpoint al
which the first filterhas its maximum value. Second fil
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takes its maximum value at third point and comeskba
zero at fourth point and so on. The triangulaefgdtused her
are defined as

k-f(m-1)

fm)-f(m-1)
Zm(k) = { _fim+D)-k

kf(m+1)—f(m)
0

fm—1) <k < f(m)
fm)<k<f(m+1)

otherwise

(6)

Where,m is the number of filters used e f(m) are the
m + 2 Mel spaced filters.

Now to obtain the filter bank energies, we multiphe
periodogram estimates of powspectrum obtained i(4),
with the filter defined above.

K/2
k=0 Pi

(k) zm (k) ()
Here,K is the length of DFT annh is total number of filtel,
i is the frame number aril, is the Mel spectrum obtaine
from the original spectrum; (k).

ﬁm:Z

F. Calculating MFCC

This is the final step to obtain the feature vestor the
form of MFCC. To do this, first we take log of Méter bank
energies calculated in (7Now to come back to the tin
domain from the frequency domaime have to tak Discrete
Cosine TransfornfDCT). This results in a set of numbers
each frame and they are nothing but the Ceg
Coefficients. They are used as feature vectorsagung

speech signal for further processing. They areindtdausing

i

Heren is the number of Cepstral Coefficients in each i
andm is the number of filters in each fra [7].

& = Ziti(log pi) cos {n (k- 3) ®

IV. FEATURE MATCHING USI NG DYNAMIC TIME
WARPING (DTW)

As discussed in previous sectianspeech signal can
represented by a series fafature vectors for each fran
called MFCC. Now the next important process in 8pt
Recognition is of feature matching. In this step, @@mpar¢
the feature vectors of same utterances by two reifi
speakers. Out of these two speakers, the Cepsefficients
of utterance of one speaker am@ken a templates. The
Cepstral Coefficients of same utterance by anotbeake!
are compared and matched with the templates amdth®
decision is made based on distance between the
sequences of feature vectors.

Here, the number of Cepstral Coefficients of s
utterances by two different speakers need not hee
because it depends on how fast or slow a speakpeaking
So to compare these two sequences of feature gethair
lengths have to beatched. Hence it gives rise to the probl
of finding an optimal alignment between two vec
sequences of unequal length.
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Dynamic Time Warping (DTW) is an efficient algomtr
to solve this problem. It is based on Bellman's\@gle of
Dynamic Programnmg Problem. Using DTW we can finc
nondinear alignment path between two vector sequené
unequal length. Here one of the vector sequencesiiged
nondinearly by stretching or shrinking its time axim
Speech Recognitigrthis algorithm is very eful to measure
similarities between two vectorquences varying with time.
Fig.6. represents a ndimear alignment of the two signals
unequal length [6].

Fig.6. NonLlinear alignment using DTW

Now let us see how this algorithm works. Consideo
vector sequences A and B of unequal
length n and m respectively.4 = {a; ay, ...,a,} and B =
{byby, ...,bm}, m #n. Using this principle, the glob:
distanceD can be iteratively calculated usi

D(i,)) + 2d(a; bj)

D(i,j) = min 9)

Whered(a;, b;) is the local distance measured betwa;
andb; using Euclidean Distance formt

V.EXPERIMENTAL RESULTS AND COMPARISON

For speech recognition of digits spoken in Guja
recording of digits spoken by ten different speakisrdone
using Audacity, a free and open source softwaree
recording is done with sampling rate 16,000 Hz &aho
channel. The speech signal forjarati digit spoken by each
speaker was cut at zecoessing using Audacity softwai
This gives hundred speech signi

The speech signal files are processed for feautraation,
MFCC as described earlier using a MATLAB functidle
mfcc.m. The output of this file is the Cepstral coeffitig,
which are used in DTW algorithm. TIMATLAB function
file dtw.m is used to measure global distances betv
Cepstral coefficients of spoken digits by all sperak

Out of ten speakers, one speak voice signals are taken
as template. MFCC obtained for all the digits st tbpeake
is compared with the spoken digits of other nineakers
The results for one such pair are as showthe Table 1.
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Each entry in this table is the global distancund using
DTW algorithm, between the Cepstral coefficientstio¢
digits for a template and that spoken by other lepe&imilar
tables were prepared for comparison of the spolgits bf
template voice with all other speakers.

SPEAKER
Digits | 1 2 3 4 5 6 7 8 9 10
1 | 2200 ( 4391 [ 3083 [ 4411 [ 3082 | 3674 | 4453 | 3921 | 4293 | 2901
2 | 39842191 | 2891 | 4489 | 3006 [ 4025 | 3818 | 3538 [ 2994 [ 2453
. 3 | 264544571503 | 5172 | 4044 | 3553 | 4551 | 4292 | 3321 [ 3926
: 4 | 6399 | 6857 [ 3869 [ 3714 [ 4267 | 4294 | 3128 | 4301 | 6524 | 6391
é 5 | 3356/( 45593084 [ 3798 [ 2178 | 3874 | 4227 | 3065 | 4185 | 2481
E 6 | 3775( 7193 3313 [ 5305 [ 5903 | 3082 | 5146 | 5925 | 4585 | 6579
7 | 6932 6618 | 4736 4171 | 5277 [ 5250 | 3520 | 4881 [ 7302 | 7493
8 | 4450 | 5364 | 2153 | 4908 [ 4053 | 4111 | 4300 | 3313 | 4134 | 4038
9 ]2900 [ 5234 2748 | 7225 [ 5942 [ 4995 | 5975 [ 5440 | 2302 | 4630
10 | 3338 | 3100 | 3629 | 4838 | 2774 | 4569 | 4867 | 3650 [ 4054 [ 1402

Table 1. DTW distancemeasure:

In Table 1, the column under title ‘1’ holds thengmarison
of digit one by a speaker with the all digits of templeThe
cells with bold numbers represent least distanoesaict
column. From this table we can conclude that 8 ajutO
digits by the selected speaker are matching with the tam|
This experiment was repeated with all speakersikgene
person as template. In our experiment, we got ¢ %
success. However, withe extra care taken during recordi
the recognition success rate increatsel5.5¢ %.

VI. CONCLUSION
In this paperwe have done the speech recognition
Guijarati digits using DTW. For thipurpos,, the speech
featureswere extracted using MFCC. In future we wo
continue with the phoneme basgaeech recognition for tt
sentences in Gujarati.
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