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Abstract—In this paper, we formulate the one-sided alternatives for multivariate data and propose an asymptotically nonparametric test for possibly right censored data. We consider obtaining asymptotic tail probability (or p-value) by showing that our proposed test statistics are asymptotically related with multivariate normal distributions. Also we derive the limiting power of our test and compare the performance with other procedures by obtaining empirical powers through simulations for the bivariate case. Finally we illustrate our procedure with an example and discuss properties of our procedure.

Index Terms—Multivariate data, one-sided alternative, power, right censored data.

I. INTRODUCTION

In survival analysis, we encounter frequently the time-to-event data with multiple endpoints in clinical trial research. The form of observation may be a vector of event times for different outcome types or of successive event times for the same outcome type. Based on these multiple endpoints data, suppose that we are interested in comparing two treatments. In this comparative study, one may come to a conclusion that a treatment is better than the other if at least any one component of a treatment reveals the superiority over that of the other. Then this type of comparative study corresponds to the so-called one-sided alternatives for multiple endpoints. For example, in the National Cooperative Gallstone Study (NCGS) [19], one of the major interests was to study the efficacy of the drug chenodiol for the treatment of cholesterol gallstones. For this study, patients were randomly assigned to the high-dose, low-dose and placebo groups. However [23] raised an issue whether there exists any difference in the progression of gallbladder disease between the placebo and highdose groups as a measure of the efficacy of the drug chenodiol. Progression of disease is indicated by the occurrence of gallbladder pain or the presence of pain accompanied by other symptoms that require surgical removal of the gallbladder (cholecystectomy). Therefore in this case it becomes more appropriate to consider testing hypotheses under the one-sided alternative rather than the general one. Also Wei and Lachin proposed a test statistic in this direction as a sum of univariate test statistics. For the complete bivariate case, [2] and [8] proposed nonparametric tests for the ordered alternatives. The former is based on the concept of two-dimensional layer ranks (cf. [1]) and the latter, the sum of two components of the vector of linear rank statistics (cf. [18]) for the construction of test statistics. We note that the two test statistics mentioned are of univariate type and so the limiting distributions are univariate normal. Also we note that extensions to the cases with three or more endpoints of the procedure by [2] are not clear since the concept of the layer ranks may not be applicable to the data with three or more endpoints. [3] Considered a nonparametric test based on the maximal T-statistic but did not provide limiting distribution. The reason for this seems non-availability of any software for calculating tail probability of multivariate normal distributions at that time since the limiting distribution of the proposed test statistic should be multivariate normal. Also [12] proposed several parametric and nonparametric procedures. He used linear combination of least squares for the parametric procedure and rank sum type statistic for the nonparametric procedure. [15] Considered a nonparametric procedure using the maximal type of statistics and provided the asymptotic normality. [9] Proposed the one-sided tests for the mean vector using both the Bayesian and frequentists approaches. [21] Considered to apply the likelihood ratio principle to obtain the Wald and score statistics for the multivariate one-sided tests for nonlinear mixed-effects models. Very recently, [5] investigated the properties of a one-sided likelihood ratio test for the multivariate data. All the mentioned works in the above except [12], adopted the permutation principle to obtain the null distributions. For censored data, [22] proposed a nonparametric procedure modifying the concept of the layer ranks for the bivariate censored case. Also it can be considered as an extension of the Gehan test for bivariate data. However because of the involvement of censoring distribution, the exact null distribution based on the permutation principle may not be available and the asymptotic normality was derived. Also [16] considered several test procedures based on the weighted linear combination of the vector of univariate statistics for multiple endpoints using the [12] approach. In this paper, we consider a nonparametric test procedure for censored data with multiple endpoints using the rationale of [3]. Thus our procedure may be applicable to the data with three or more endpoints. Then we show that the limiting distributions of our proposed test statistics are multivariate normal distributions. Therefore obtaining of limiting tail probability (or p-value) for any given data depends completely on the software such as S-PLUS (cf. [20]) and (cf. [11]) program. Also we derive the limiting power of our procedure and compare the
II. ASYMPTOTICALLY NONPARAMETRIC ONE-SIDED TESTS FOR RIGHT CENSORED DATA WITH MULTIPLE END-POINTS

Let \( \{X_{ij} = (X_{i1}, \ldots, X_{id}) : j = 1, \ldots, n_i \} \) be independently and identically distributed \( d \)-variate life-time random vectors with positive supports and an unknown but continuous survival function \( S_j(x_1, \ldots, x_d) \) for each \( j = 1, 2, \ldots \). Also let \( \mathcal{U}_{ij} = (U_{i1}, \ldots, U_{id}) \), \( j = 1, \ldots, n_i \) be independently and identically distributed \( d \)-variate censoring random vectors with an arbitrary distribution function \( C_j(x_1, \ldots, x_d) \) for each \( j = 1, 2 \). In order to avoid the identifiability problem, we assume that the life time random vectors are independent of the censoring random vectors. Since the random censoring schemes are involved, we may only observe that for each \( k, k = 1, \ldots, d \\
T_{ikj} = \min(X_{ik}, U_{ik}) \) and \( \delta_{ikj} = 1(X_{ik} \leq U_{ik}) \) for \( i = 1, 2 \) and \( j = 1, \ldots, n_i \), where \( \langle \cdot \rangle \) is the indicator function. Since we are interested in the one-sided alternatives, the hypotheses for the multiple endpoints data can be formulated as follows:

\[ H_0 : S_{11}(X_1) \leq S_{21}(X_1) \cdots S_{d1}(X_1) \leq S_{2d}(X_d) \]

v.s. \( H_1 : \text{at least one strict inequality holds} \)

for some \( x_1, \ldots, x_d \in \mathbb{R}^d \), where \( S_{ij} \) is the \( j \)-th marginal survival function of \( S_j \). Also it is known as ordered alternatives in the literature (cf. [2]). In order to construct the test statistics for this problem, first of all, we introduce some notation. For each \( k \)-th component, let \( N_{ik}(t) = \sum_{j=1}^{n_i} \mathbb{I}(X_{ik} \leq U_{ik}) \) be the number of deaths that occur no later than time \( t \) in group \( i \) be the number of deaths that occur no later than time \( t \) in group \( i \) and \( Y_{ik}(t) = \sum_{j=1}^{n_i} \mathbb{I}(X_{ik} > U_{ik}) \), the corresponding number at risk by time \( t \). Furthermore, let \( n = n_1 + n_2 \) and

\[ T_n = \frac{1}{\sqrt{n}} \sum_{k=1}^{d} Q_k(t)(Y_{1k}(t)Y_{2k}(t)) \frac{dN_{1k}(t)}{Y_{1k}(t) + Y_{2k}(t)} \frac{dN_{2k}(t)}{Y_{2k}(t)} \]

where the score function, \( Q_k(t) \), is a uniformly bounded nonnegative predictable process (cf. Gill, 1980), which is a function of \( Y_{ikj} \), \( \delta_{ikj} = \mathbb{I}(X_{ik} \leq U_{ik}) \) and vanishes whenever \( \mathbb{I}(Y_{ikj} > Y_{2k}(t)) = 0 \). We note that \( T_n(t) \) can be used for testing \( H_0^k : \theta_k \leq 0 \) against the one-sided alternatives \( H_1^k : \theta_k > 0 \) in case of univariate data. Also we note that we may construct various linear rank statistics according to the choice of \( Q_k(t) \). For example, the Gehan and log-rank statistics correspond to \( Q_k(t) \). Now we assume the following:

Condition 1. \( n_j / n \to \lambda_j \in (0, 1) \) as \( n \to \infty \), \( i = 1, 2 \).

Condition 2. The score function, \( Q_k(t) \), converges uniformly on each closed sub-interval of \([-a, \infty) \) in probability to a function \( q_k(t) \) as \( n \to \infty \). Then with Conditions 1 and 2, it is well-known that \( T_{k0} \) converges in distribution to a normal random variable with mean \( 0 \) and variance \( \sigma^2_k \), which can be consistently estimated by \( \hat{\sigma}^2_k \) (cf. [23]), where

\[ \hat{\sigma}^2_k = \frac{n_1}{n} \sigma^2_k + \frac{n_2}{n} \sigma^2_k + \frac{n}{n} \sigma^2_k, \]

\[ \sigma^2_k = \frac{n_1}{n} \sum_{j=1}^{n_1} (\hat{\mu}_{ik}(U_{ikj}) - \hat{\psi}_{ik}(U_{ikj}) \|^2. \]

Without loss of generality, for each \( k \), we may assume that for testing

\[ H_0^k : S_{ik}(X_k) \leq S_{2k}(X_k) \]

against

\[ H_1^k : S_{ik}(X_k) > S_{2k}(X_k) \]

for large values of \( T_{k0} \) in favor of \( H_1^k \). Then we may propose the asymptotically nonparametric one-sided test statistics for censored data with multiple endpoints in the light of the rationale of [3] as follows:

\[ T_n = \max \left\{ \frac{T_{10}}{\sigma_1}, \ldots, \frac{T_{d0}}{\sigma_d} \right\}, \]

where \( \sigma_k = (\sigma_k^2)^{1/2} \) for each \( k \). When \( H_1 \) is true, at least one of \( d \) numbers of \( T_{k0} / \sigma_k^2 \)'s would tend to have large positive values. Therefore we may reject \( H_0 \) for large values of \( T_n \) in favor of \( H_1 \). Then for any given significance level, in order to determine the critical value, we need to obtain the null distribution of \( T_n \). For this end, first of all, we note that for any \( t > 0 \)

\[ \Pr \left\{ T_{10} > t \right\} = \Pr \left\{ \max \left\{ \frac{T_{10}}{\sigma_1}, \ldots, \frac{T_{d0}}{\sigma_d} \right\} > t \right\} = \frac{1}{1 - \Pr \left\{ \max \left\{ \frac{T_{10}}{\sigma_1}, \ldots, \frac{T_{d0}}{\sigma_d} \right\} \leq t \right\}. \]

Therefore we have to consider the \( d \)-variate joint distribution of \( \left\{ \frac{T_{10}}{\sigma_1}, \ldots, \frac{T_{d0}}{\sigma_d} \right\} \) or equivalently that of \( \left\{ T_{10}, \ldots, T_{d0} \right\} \) for the distribution of \( T_n \). Since the unknown censure distributions are involved in the distribution of \( \left\{ T_{10}, \ldots, T_{d0} \right\} \), it is not feasible to obtain the null distribution of \( \sigma_k \) by applying the permutation principle even for the small sample case. Therefore we have to consider applying the large
sample approximation. From [23], we see that under Conditions 1 and 2, the random vector \( (T_y, \cdots, T_{y^m}) \)
converges in distribution to a \( d \)-variate normal random vector with 0 mean vector and covariance matrix \( \Sigma = (\sigma_{ij}) \), which can be consistently estimated by \( \hat{\sigma}_{kk} = \hat{\sigma}_{k,k}^{n} \) and for \( k \neq l \),
\[
\hat{\sigma}_{k,l} = \frac{n_1}{n} \hat{\sigma}_{k,l}^{n_1} + \frac{n_2}{n} \hat{\sigma}_{k,l}^{n_2},
\]
\[
\hat{\sigma}_{k,l} = \frac{1}{n} \sum_{i=1}^{n} [\hat{\mu}_i(\hat{k}, k, l) - \hat{\psi}_i(\hat{k}, l)]
\]
Thus one can show easily with the Slutsky’s theorem that the random vector \( (T_y, \cdots, T_{y^m}) / \hat{\sigma}_{k,k}^{n} \) converges in distribution to a \( d \)-variate normal random vector with 0 mean vector and covariance matrix \( \hat{\Sigma} = (\hat{\sigma}_{ij}) \), whose diagonal elements are all one and off-diagonal elements can be consistently estimated by \( \hat{\sigma}_{ij} = \hat{\sigma}_{i,j} \) for \( k \neq l \). Therefore we have to approximate the tail probability, \( \Pr\{T_y > t\} \) from the \( d \)-variate normal distribution to obtain the \( p \)-value. In case of the bivariate normal distributions with 0 mean vector and unit variances by varying the values of correlation coefficient, [13] tabulated the cumulative probability when both coordinates have the same values. However the tables are not sufficient for our purpose since they can not contain the cases for all values of correlation coefficient. Nowadays we may obtain the approximate probability of \( \Pr\{T_y > t\} \) by using the pvmnorm function, which is provided by S-PLUS in case of bivariate data. For \( d \)-variate case with \( d \geq 3 \), we may use \( M_x \) program (cf. [11]) to obtain the approximate probability of \( \Pr\{T_y > t\} \).

By using the \( M_x \) program, we can compute the multiple integrals of the multivariate normal distribution up to dimension 10. The program and documentation can be downloaded from the website http://www.vipbg.vcu.edu/mxgui.

### III. LIMITING POWER AND SIMULATION RESULTS

In this section, we consider the following location translation model for the consideration of the limiting power.

For all \( x \in \mathbb{R}^d \), there is a \( \theta = (\theta_1, \cdots, \theta_\gamma) \in \mathbb{R}^\gamma \) such that \( S_{\gamma}(x) = S_{\gamma}(x - \theta) \). Then under this model, our one-sided alternative can be restated as follows:

\[
H_0 : \theta_1 \geq 0, \cdots, \theta_\gamma \leq 0 \quad \text{v.s.} \quad H_1 : \text{at least one of } \theta_i \text{'s is strictly greater than } 0.
\]

For the derivation of the limiting power of our tests, we consider the Pitman translation alternatives of the form: For each \( n \) and for each \( k, \ k = 1, \cdots, d \), let

\[
H_{kn}^{e} : \theta_{kn} = c_{k,n} / \sqrt{n},
\]

where \( c_{k,n} \) is a fixed positive real number. Also let \( \theta_\alpha = (\theta_1, \cdots, \theta_\gamma) \). We assume that all the univariate test statistics which we consider in this paper, satisfy the assumptions and conditions of the section 3.8.3 (pp. 120-121) in [18]. Then from some straightforward calculations, we have the limiting power of the tests based on \( T_y \) as follows:

\[
1 - \lim_{m \to \infty} \Pr_{\theta_{\alpha}} \{ T_y > C_{\alpha}(\alpha) \} = 1 - \Phi_{\Sigma(\theta_{\alpha})} \left( C_{\alpha}(\alpha), \sigma_{\alpha}^{(0)}(\alpha) \right) - \sigma_{\alpha}^{(0)}(\alpha), \right)
\]

where \( \Phi_{\Sigma(\theta_{\alpha})} \) and \( \Phi_{\Sigma(\theta_{\alpha})} \) are the \( d \)-variate normal cumulative distribution functions with \( \theta_{\alpha} \) and 0 mean vectors and covariance matrices under Pitman translation alternatives and the null hypothesis, respectively. \( C_{\alpha}(\alpha) \) is such that

\[
1 - \lim_{m \to \infty} \Pr_{\theta_{\alpha}} \{ T_y > C_{\alpha} \} = \alpha
\]

and \( m_k = 1 - \lim_{m \to \infty} \mu_{\text{kn}}^{(0)} / (\sqrt{n} \sigma_{\text{kn}}^{(0)}(\alpha)) \) for each \( k \) with the notation that \( \mu_{\text{kn}} \) is the first derivative of \( \mu_{\text{kn}} \).

Now we compare the performance of our procedure \( (T_y) \) with those of the procedures of [22] \( (U_{\gamma}) \) and [16] \( (S_{\gamma}) \) through simulation studies with S-PLUS. The following tables summarize the empirical powers for the bivariate case with a life time distribution and four different censoring distributions. The results are based on 1000 simulations with sample sizes \( n_1 = 30 \) and \( n_2 = 40 \) and the simulations have been carried out under the nominal significance level \( \alpha = 0.05 \). For the life time distribution, we considered the Marshall-Olkin type of bivariate exponential distribution, whose joint survival function is as follows: For each \( i, j = 1, 2 \),

\[
S(\lambda_{1}, \lambda_{2}) = \Pr \{ X_{1} > X_{1}, X_{2} > X_{2} \} = \exp [- \lambda_{1}x_{1} - \lambda_{2}x_{2} - \lambda_{1}\min(x_{1}, x_{2})].
\]

In all cases, we have generated the life time random vectors, \( (X_{1}, X_{2}) \), with \( \lambda_{1} = \lambda_{2} = 1 = 1 \) for each \( i \) and allowed to vary the values of the first component \( (\theta_{i}) \) only of the second sample by adding values from 0.05 up to 0.7 in order to emphasize that we are dealing with the one-sided alternatives for the multiple endpoints data. For the censoring distributions, we considered the bivariate exponential distributions \( E(\lambda_{1}, \lambda_{2}) \) whose joint survival functions are of the form,

\[
S_{c}(\lambda_{1}, \lambda_{2}) = \Pr \{ Y_{1} > U_{1}, Y_{2} > U_{2} \} = \exp [- \lambda_{1}U_{1} - \lambda_{2}U_{2}].
\]

We note that the two components are independent for the censoring distributions. We considered four different cases
such as $\lambda_{11} = \lambda_{12} = \lambda_{21} = \lambda_{22} = 1$, $\lambda_{11} = \lambda_{21} = 1$ and $\lambda_{12} = \lambda_{22} = 2$, $\lambda_{11} = \lambda_{12} = 1$ and $\lambda_{21} = \lambda_{22} = 2$ and $\lambda_{11} = \lambda_{22} = 1$ and $\lambda_{12} = \lambda_{21} = 2$ for Tables 1 through 4, respectively. In all tables, we note that our procedure achieves better performance than those based on $U_\sigma$ and $S_\sigma$ regardless of censoring patterns. Therefore our procedure may be a reasonable alternative for nonparametric one-sided test of the right censored data with multiple endpoints with suitable choice of scores. Also we note that the procedures based on $U_\sigma$ and $S_\sigma$ show their performances in alternate fashion and the empirical powers vary with the censoring patterns. Thus one may consider that unknown censoring distribution may be one of the elements which determine the efficiency of test. Finally we note that the tests using the Gehan score obtain slightly higher empirical powers than those using the log-rank score in both procedures based on $S_\sigma$ and $T_\sigma$ and achieve the nominal significance level well.

IV. AN EXAMPLE AND SOME CONCLUDING REMARKS

For illustration of our procedure, we consider the NCGS data, which are presented in Table 1 of [23]. The data consist of the ordered paired times in days of the occurrence of gallbladder pain (the first component) and cholecystectomy (the second component) for 113 patients with floating gallstones of the placebo $(n_1 = 48)$ and high dose of the drug chenodiol groups $(n_2 = 65)$. In this example, it is of our interest to detect whether the high dose of the drug chenodiol for the treatment of cholesterol gallstones has any efficacy, which is indicated by delaying the occurrence of gallbladder pain or cholecystectomy in terms of time. Under the general alternatives, [23] obtained 0.042 and 0.145 as $p$-values using the Gehan and log-rank scores, respectively. For the one-sided alternatives, the procedure by [22] gave 0.037 as its $p$-value. Also the procedure of [16] gave 0.016 and 0.036 as $p$-values for the Gehan and log-rank scores, respectively. In our case, when we use the Gehan score for both components, the values of $T_\sigma$ and $\rho_{12}$ are 2.4579 and 0.637, respectively. The corresponding $p$-value is 0.013, which shows strong evidence of delay of the occurrence of gallbladder pain or cholecystectomy for the patients of the high dose group. Also if we use the log-rank score for both components, then we obtain that $T_\sigma = 1.9735$ and $\rho_{12} = 0.605$ and the corresponding $p$-value is 0.042. In this example, our procedure shows similar pattern with that of [16]. We note that in general, the procedures for the one-sided alternative produce more significant results than that of [23] and the tests based on the Gehan score give less $p$-value than those based on the log-rank score. We have noted that $T_\sigma$ forms a class of linear rank statistics with varying the score function $Q_k$. Also [17] proposed another type of linear rank statistics for right censored data based on the marginal likelihood, which may produce locally most powerful tests in linear model. [10] and [14] showed that the two types of linear rank statistics are equivalent. Thus one may consider improving power of tests by choosing some suitable form for $Q_k$. Thus we allowed $Q_k$ to vary from component to component in this study. Also we note that it does not matter whether the covariance matrix of $T_\sigma$ is singular or not since we do not use the quadratic form for test statistics, which require the inverse of the covariance matrix. Therefore this point may be an advantage of our approach. In passing, we note that for each $k$, the sequence $(\tilde{T}_{ks})$ is consistent for testing $H^k_0 : S_{yk} \leq S_{2k}$ against the one-sided alternatives $H^k_1 : S_{yk} > S_{2k}$. This, in turn, implies that the sequence $(\tilde{T}_{ks})$ is also consistent against the one-sided alternatives for the data with multiple endpoints. For the consideration of obtaining null distribution of $T_\sigma$, we have used the large sample approximation theory. Therefore all the $p$-values obtained in the example are approximate. Also for obtaining these approximate probabilities, one may consider using the permutation principle (cf. [7]) or the bootstrap method (cf. [4]). Both the methods are extensively computer-oriented methodologies because of re-sampling procedures. The only difference between the two methods is as follows: The permutation principle re-samples without replacement whereas the bootstrap method does with replacement. In general, for multiple endpoints, when we apply the permutation principle or the bootstrap method to obtain the distribution for a given test statistic approximately, we have to consider obtaining the covariance matrix and its inverse for each stage of re-sampling, which may induce some problems such as large amount of computing time or singularity problem for covariance matrix when the form of test statistics is quadratic. For the maximal type of statistics, as we have already noted, we do not need to worry about the singularity problem. Also it takes much less time for computing since the inverse of covariance matrix is not necessary. On the other hand, when we use the maximal form, it is impossible to collaborate with the covariance structure into the distribution of test statistics explicitly. Therefore it would be worthwhile to investigate the asymptotic probability obtained from re-sampling methods in more detail. We will take the opportunity to report the results for this subject in the near future. Finally we note that [16] considered applying their nonparametric test to the bivariate data such as one endpoint is survival time and the other, binary response. Since our procedure is also nonparametric, we can also apply our procedure to the data with different types of endpoints.
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<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>((\theta_1, \theta_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.0)</td>
</tr>
<tr>
<td>(U_a)</td>
<td>0.046</td>
</tr>
<tr>
<td>(S_a) (Gehan)</td>
<td>0.054</td>
</tr>
<tr>
<td>(S_a) (log-rank)</td>
<td>0.057</td>
</tr>
<tr>
<td>(T_a) (Gehan)</td>
<td>0.046</td>
</tr>
<tr>
<td>(T_a) (log-rank)</td>
<td>0.059</td>
</tr>
</tbody>
</table>

Table 1. Empirical powers when \(\lambda_{11} = \lambda_{12} = \lambda_{21} = \lambda_{22} = 1\)

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>((\theta_1, \theta_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.0)</td>
</tr>
<tr>
<td>(U_a)</td>
<td>0.029</td>
</tr>
<tr>
<td>(S_a) (Gehan)</td>
<td>0.052</td>
</tr>
<tr>
<td>(S_a) (log-rank)</td>
<td>0.060</td>
</tr>
<tr>
<td>(T_a) (Gehan)</td>
<td>0.049</td>
</tr>
<tr>
<td>(T_a) (log-rank)</td>
<td>0.061</td>
</tr>
</tbody>
</table>

Table 2. Empirical powers when \(\lambda_{11} = \lambda_{12} = 1\) and \(\lambda_{21} = \lambda_{22} = 2\)

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>((\theta_1, \theta_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.0)</td>
</tr>
<tr>
<td>(U_a)</td>
<td>0.035</td>
</tr>
<tr>
<td>(S_a) (Gehan)</td>
<td>0.040</td>
</tr>
<tr>
<td>(S_a) (log-rank)</td>
<td>0.054</td>
</tr>
<tr>
<td>(T_a) (Gehan)</td>
<td>0.049</td>
</tr>
<tr>
<td>(T_a) (log-rank)</td>
<td>0.055</td>
</tr>
</tbody>
</table>

Table 3. Empirical powers when \(\lambda_{11} = \lambda_{12} = 1\) and \(\lambda_{21} = \lambda_{22} = 2\)
<table>
<thead>
<tr>
<th>Gehan</th>
<th>0.058</th>
<th>0.128</th>
<th>0.223</th>
<th>0.517</th>
<th>0.811</th>
<th>0.920</th>
<th>0.966</th>
<th>0.991</th>
<th>0.997</th>
</tr>
</thead>
<tbody>
<tr>
<td>(log-rank)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Empirical powers when $\lambda_{11} = \lambda_{22} = 1$ and $\lambda_{12} = \lambda_{21} = 2$