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Abstract - To address the problem of knowledge discovery through pattern matching various models are used. There are effective methods for discovering knowledge from temporal data. Like, hidden Markov models (HMM) are a popular approach to discover patterns from temporal data. However, HMMs do not scale favorably with the size of a given dataset, and hence, are not normally used for data mining applications of large sets of temporal data. In this paper, we present a new method in discovering patterns from a large set of unlabeled temporal data. K-mean (KM) and hidden Markov model (HMM) form the core of our proposed approach. These methods are engaged to cluster temporal data by using a novel recursive KM-HMM model.

Index Terms – knowledge discovery, pattern discovery, clustering model, KM-HMM.

I. INTRODUCTION

The work of industrial engineers is to devise the best means of optimizing processes in order to create more value from the system; data-mining [2] has become a powerful tool for evaluating and making the best decision based on records so as to create additional value and to prevent loss. The potential of data-mining in the field of medical has yet to be fully exploited as it plays a vital role in diagnosing the disease and giving right medication.

The discovery or extraction of information in a data store is becoming an increasingly challenging task as the size of data is increasing day by day. Much more challenging is the task of finding patterns [1] in large sets of data. This exercise is commonly referred to as Data Mining [3]. Data mining assumes no prior knowledge about the data in a dataset. In this paper, we have developed a new method in discovering patterns from a large set of unlabeled temporal data. We apply this methodology in finding patterns in a large scale database of logged information from Health Insurance Commission. We have used a combination of K-means and HMM for refining the search and extracting the result.

II. BACKGROUND AND RELATED WORK

K-means [14] is one of the simplest unsupervised learning algorithms. It organizes a set of unlabeled objects (data) into groups (clusters) where the objects within a cluster [4] share certain similarities. The grouping is done through an iterative fashion with the goal of minimizing the sum of squares of distances between data and corresponding cluster centroids [19]. K-means algorithm pre-determines the number of K clusters that can be computed on a given set of data by minimizing the overall distances between data points and centroids. K-means algorithm has been very popular because of its simplicity and the capability of converging quickly.

The Hidden Markov Model (HMM) [13] on the other hand has been widely used in temporal data classification [8][20], temporal pattern recognition such as in speech recognition [7], handwriting recognition [6], gesture recognition [5]. The proven capabilities of the HMM to encode temporal patterns have made this approach a very popular approach to pattern discovery applications. A number of variants of HMMs exist [20]. These include discrete HMM, continuous observation HMM, and input-output HMM, to name a few. Distance based method implies there is not a strong structural relationship within the data, i.e., the relationship is weak. Algorithms such as K-means, Hierarchical Clustering, Cluster-C [17] and SEQOPTICS (SEQuence clustering with OPTICS) [12] belong to this category.

III. PROPOSED MODEL

Our approach is based on model based clustering; it normally requires a clustering algorithm to initiate the training of a selected model. We have chosen means as it is the most commonly used clustering algorithms because of its efficiency, easiness to use and implement. We have refined the clustering result is refined through recursive model using Hidden Markov model (HMM). The problem with the clustering algorithm is the choice of number of clusters as the algorithm do not have methods to access these numbers and assume the user has a prior knowledge. In such circumstances, depending on the task, the number can either be inferred from the dataset itself or has to be suggested based on the user’s experience. We first label the dataset and then try to discover the patterns. The following presents the details of our methodology step by step.

Step 1: Data Segmentation

First of all we segment the large dataset into smaller ones and also group the data according to some of its nature which will assist in the data labeling. Segmentation can be taken from a different angle and at different levels depending on the nature of data and the potential research requirements. We are using health insurance data, so segmentation is done by grouping patients into smaller subsets through a natural divider such as age or gender. From the research perspective of pattern discovery, age would shed more light than gender
since most of treatments are not gender specific. Age segment the data forming more subsets which is very much needed in the effort of breaking up the large dataset. Patients of similar ages would have similar medical behaviors, such as young boys of age 7 to 15 are generally healthy and sporty, and likely suffering sport injuries, while girls of age 16 to 24 (or alike) are in their reproduction ages. Therefore, instead of segmenting the patients into over 100 groups, patients are grouped into nine age cohort. We divided our data into nine different age groups i.e. 0-3, 4-6, 7-15, 16-24, 25-35, 36-44, 45-55, 56-70, and 71-110.

**Step 2: Data Clustering using K-means or Gaussian Mixtures**

Given the nature of our dataset, we believe there are more than one patterns/models in each of the nine datasets. i.e., not all the patients in same age cohort, say 25 to 35, have the same medical pattern, some are sicker than others.

Unfortunately, there is not much a priori knowledge about the data within each age cohort. Nevertheless, it is reasonable to believe that there are more than one medical patterns, i.e., more than one labels existing in further description of data nature. Through K-means (KM) cluster can be considered as a process of labeled such that data in the same cluster shares the same label. In general, data clustering does not require much information about the meaning of the data, the only parameter that user has to provide is the number of clusters, i.e., the number of sub-groups the data belongs to.

**Step 3: Data Modeling using Hidden Markov Model (HMM)**

These labeled cluster can be used for data modeling such that one model is expected to be discovered for each clusters. HMMs has been proved to be successful in mining temporal data where data is context dependent or context sensitive. The patient’s profiles which will be used in the training of HMMs are medical history records therefore they appear in certain order to make sense in terms of medical procedure. i.e., certain context dependency exists with profiles. For example, a “subsequent visit to an orthopedic” has to follow “initial visit of an orthopedic”, not the other way round. The outstanding advantage of HMM is that it takes the context of the temporal profile into account. Thus makes it an ideal tool for this pattern discovery task. The challenge in the application of HMM is the training cost: HMM could be very expensive if the size of the training set is large. But our methodology is designed in such a way that it will mine the dataset (profiles) for patterns in an efficient and effective manner by employing a training set with decent but controlled size. A threshold or a minimum number of profiles is needed to guarantee the quality of HMM.

The result of data modeling in each pool and for each age cohort respectively, is a set of HMMs which are trained in a controlled manner based on the set of clusters available for that age cohort. These HMMs are considered as the medical behavior patterns discovered for the age cohort and assumed as representative to all the profiles in the age cohort.

**Step 4: Iterative Mining**

This section is to discuss how to overcome the limitation caused by the size control of HMM training sets to improve the mining quality. We propose this iterative training of HMMs as the solution to strengthen the HMMs.

First of all, we introduce the notation used through our Iterative Mining.

- $[i]R<j>$-HMMs stands for the set of HMMs obtained at the end of the $j$th ($j > 0$) iteration, refers to the level which will be discussed in next section. $i$, is optional when $i=0$.
- $[i]R<j>$-Classes stands for the set of classes generated at the end of the $j$th ($j > 0$) iteration, $i$, is optional when $i=0$. When $j = 0$, $[i]R0$-Classes are in fact $[i]R0$-Clusters. $R36$-HMMs are the set of HMMs obtained at the end of the 36th iteration, and $R36$-Classes are the classification results of $R36$-HMMs.

The iterative mining unfolds this way: for a given data pool of a certain age cohort, profiles are clustered first, and the clusters generated are referred as R0-Clusters. And then the profiles will be modeled. The number of profiles used to train a HMM is capped. The cap value (the size of the training set) should not be too small to allow a decent training of the HMM, and should not be too large to avoid the curse of the computational complexity of HMM. On the other hand, a bottom line is also needed to draw up to ensure the quality or robustness of HMM. If the total number of valid clusters is less than 2, recursion terminates. For clusters which are large enough, a HMM will be trained for each of them. And the HMMs will be referred as R1-HMMs (the first iterative execution). Trained HMMs can be considered as the discovered patterns, i.e., they are the models which represent the medical behaviors of the patients in the clusters. And when these R1-HMMs are used as classifier, the profiles in the data pool of the age cohort (including the profiles from the cluster where no HMM was trained due to lack of profiles in that cluster) will be classified into classes, which could be referred as R1-Classes. The algorithm stops if convergence has occurred, the size of the clusters fall below a given bottom line, or until a set number of iterations have been reached. More specifically, convergence is defined as follows:
• Training the models is said to have converged if one of the two situations are reached:
  (1) HMMs in the current iteration generate the same classes as HMMs in the immediate previous iteration. This indicates that HMMs have reached a local convergence.
  (2) HMMs yields only one valid class, i.e., the profiles can be modeled by one single HMM. In this case, any further iterative training would not change the fact the profiles share the same pattern.

The set of HMMs are considered as the best model for the data, and the classes’ are the best classification so far. The following notation is used to refer the results.

• \([i] \) FS-HMMs stand for the final set of HMMs achieved at the end of the iterative mining, \(i\) refers to the level which will be discussed in next section. \(i\) is optional when \(i=0\).
• \([i] \) FS-Classes stands for the final set of classes generated at the end of the iterative mining. \(i\) refers to the level which will be discussed in next section. \(i\) is optional when \(i=0\).

The iterative mining approach can be illustrated as shown in following algorithm. The first round training of HMMs is then guided by these R0-Clusters producing a set of trained HMMs: the R1-HMMs. These are then used to conduct data classification yielding a set of classes: the R1-Classes.

**ALGORITHM**

1. Perform Clustering.
2. If valid cluster\(>1\), then
   a. Perform Modeling : HMM training
   b. Perform Labeling or Classification of Data
   c. If training the model is converged, then Goto Step 3
      Else GotoStep2 (a)
3. STOP

**Step 5: Recursive Refinement**

Recursive mining opens this opportunity by allowing classes to be re-clustered into sub-clusters where the iterative mining will operate on each of the sub-clusters. The sub-clusters will then be modeled and iteratively mined by HMM so that new HMMs or patterns are discovered for each of the newly generated sub-clusters as shown in the following figure.

The recursive refinement at Sub level 1 is completed when all the classes in the Top level are processed. At the end of this sub-level, a new set of HMMs, which is a collection of all the HMMs trained based on each class from the previous level (i.e. the Top level), is obtained along with a new set of corresponding classes. The recursive mining continues to refine the models in the next sub-level until no further refinement is possible. i.e., either it converges or not enough profiles to proceed.

**Step 6. Patterns Discovered**

The final set of HMMs/patterns is the collection of all HMMs (at the leaf level) where the corresponding classes do not need further recursive mining.

**IV. CONCLUSION**

A novel recursive hierarchical approach has been introduced to tackle the two research issues of our temporal data mining task: the large size and the lack of labeling. The core of our methodology is a model based clustering which is enabled by a data clustering and a data modeling processes. Model based clustering has been applied in mining temporal datasets thus is not new. The novelty of our method is how the model based clustering KM HMM is applied. First of all, the modeling has been implemented iteratively to overcome the weakness of employing HMMs on large datasets. Instead of modeling the data in one go by learning all the profiles in the training set at once, iterative mining is employed to model patterns in a controlled manner so that the training times of HMMs at each iteration is kept within acceptable limits while the models are more and more refined through the iterations. Thus iterative process not only makes HMM available for modeling a large set of data but also maintains the known strength and the robustness of HMMs. The final set of HMMs are a model of the patterns discovered.
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