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Abstract—This paper presents an adaptive controller for a micro-grid inverter that provides smooth interface with the main power grid. A mathematical model for the entire system is developed in the form of a transfer function. Then, a controller topology is introduced and an adaptation mechanism is developed. It is based on minimization of a performance criterion defined as a function of the error between the response of an actual system and that of a proposed reference model. This leads to excellent dynamic characteristics with a very low total harmonic distortion. The results are verified using computer simulations.
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I. INTRODUCTION

Control and stabilization of power systems is a very important task, especially in the days when renewable energy sources are gaining popularity. Indeed, arrays of wind turbines and photovoltaic panels are often lumped together in micro-grids that need to be properly integrated into the major power systems. This distributed power generation structure calls for localized stabilization of the voltage to make sure that each micro-grid is in compliance with the interconnect requirements, or the grid code [1]. Voltage quality and power system stability are the main requirements in most cases, and a typical assessment tool is the total harmonic distortion (THD). For both, wind farms and solar plants integrated into the power networks (120V–69 kV) the maximum allowable THD is 5% [2, 3]. Since harmonic distortions tend to accumulate throughout the system [4], micro-grid stabilization controllers need to have acceptable harmonic rejection capabilities to facilitate seamless integration with the grid. The most promising control strategies rely on closed-loop feedback systems. Certain degree of success was reported as a result of implementation of hysteresis controllers [5]. They provide reduction of THD, but only under certain conditions, and do not perform well in case of periodic distortions caused by load nonlinearities. Several results reported in the literature are based on the internal model principle [6], which allows dealing with several harmonics at the same time. It was applied to pulse-width modulation-based (PWM) inverters [7, 8] and grid-connected inverters [9, 10]. However, some degradation of performance was observed with grid frequency variations. This issue was addressed in [11] by implementing $H^\infty$ repetitive voltage controller that showed noticeable improvement and offered lower complexity than its predecessor discussed in [9]. In this paper, an adaptive controller based on the reference model and local parametric optimization is proposed and tested. It is based on an adaptation law that tracks dynamics of the error and makes continuous online adjustments to the controller parameters. The algorithm has low complexity and offers good tracking performance in the presence of grid voltage perturbations.

II. SYSTEM MODEL

A. Micro-Grid Inverter

A controlled plant is a part of a system that uses renewable energy sources, such as wind energy (wind turbines) or solar energy (photovoltaic panels). It also includes a power electronics module and is connected to the grid via an LC filter and a grid interface inductor, as shown in Fig. 1.

The schematic includes equivalent series resistance (ESR) of the components. The switch $S_c$ is needed for synchronization and shut-down procedures. The proposed inverter utilizes voltage-mode control [12] by sensing the output voltage and comparing it to the desired reference to correct for any signal deviations. Most inverters, including the three-phase versions, are based on H-bridge topologies, such as the circuit shown in Fig. 2. The transistors are pulse-width modulated using a PWM circuit to achieve the desired waveform shape. The following discussion leads to formulation of our modeling approach. Analogy with a different power electronics circuit that can be used to mathematically describe operation of an inverter is presented below. Consider a basic buck converter shown in Fig. 3 that can be used to represent one of the legs of a three-phase H-bridge.
For phase A, the active switch represents MOSFET Q1 and the passive switch is the diode connected across Q2, as shown in Fig. 2. D is the duty cycle of the active switch and D' is the duty cycle of the passive switch. The active and passive switches in any two-state PWM can be lumped in a single invariant three-terminal device called PWM switch [13].

It should be noted that buck converters are intended for generating dc output while we are trying to shape sinusoidal signals. However, considering the time scales of the switching frequency (>50 kHz) and the frequency of the ac signal (50 Hz), we can assume that over short time intervals, on the order of several switching cycles, the inverter does not change the output significantly and; therefore, can be analyzed using the above circuit. Relationships between the port voltages and currents that account for variation of the duty cycle can be expressed as

\[
V_{CP}(t) = d_{a}(t) V_{cp} \tag{1}
\]

\[
i_{a}(t) = d_{a}(t) i_{a}(t) \tag{2}
\]

Perturbation of (1) with subsequent linearization results in the following dc and small-signal equations for terminal currents and terminal voltages, respectively

\[
I_{a} = I_{d} d_{a} = I_{a} \hat{d} + I \tag{2}
\]

\[
V_{CP} = D V_{CP} \hat{d}_{CP} = V_{CP} \hat{d} + D(3)
\]

Equations (2) and (3) contain the average small-signal model of the PWM switch. The average PWM switch representation can be used to model the inverter operating in the voltage-mode control. Since the three phases of the inverter can be controlled individually and topology of the LCL filter is identical in each phase, only one phase needs to be considered. The complete dc and small-signal model of the simplified inverter phase is shown in Fig. 4. In addition to the earlier mentioned components, it includes a micro-grid load that is assumed to be purely resistive and denoted R_g.

\[
\frac{\hat{V}_{2}(s)}{\hat{d}(s)} = K_{p} \frac{N(s)}{D(s)} \tag{4}
\]

where \( j \) is the low-frequency asymptote. The following equivalent circuit can be used in our analysis.

Inspection of Fig. 5 reveals that

\[
\hat{V}_{1} = \frac{V_{CP}}{Z} \hat{d} \tag{5}
\]

then

\[
\hat{V}_{1} = V_{CP} \hat{d} \tag{6}
\]

It can be seen in Fig. 5 that three elements (C-R_3, R_d and L_2-R_2) appear in parallel. Their equivalent impedance can be expressed in the Laplace domain as follows:

\[
\frac{1}{\frac{1}{R_{d} + \frac{1}{R_{2}}} + \frac{1}{R_{2}}} = \frac{1}{(R_{d} + R_{2}) + \frac{1}{R_{2}}} + \frac{1}{R_{2} + L_{2}} \tag{7}
\]

Then the output voltage can be found from by using the voltage divider formed by Z from (7) and a series combination L_1-R_1. First, let us find a summation of Z and L_1-R_1, as follows.
Then, the output voltage can be found as

$$V_{o} = \frac{1}{Z_{1}(s)} = \frac{R_d R_2 + s(R_d R_2 R_3 C + R_d L_1) + s^2 R_d R_2 L_2 C}{(R_d + R_2) + s[(R_d R_2 + R_d R_3 + R_d R_3 C + L_2)] + s^2 (R_d + R_2) L_2 C}$$

and the control-to-output transfer function becomes

$$\frac{\hat{v}_c(s)}{\hat{v}_d(s)} = V_{ap} \hat{d}$$

By substituting Eq. (7) and (8) into (10) and performing some simplifications we obtain

$$\frac{\hat{v}_c(s)}{\hat{v}_d(s)} = \frac{R_d R_1 + s(R_d R_2 R_4 C + R_d L_2) +}{+s^2 R_d R_1 L_2 C +}$$

III. ADAPTIVE CONTROL SYSTEM

A. Adaptation Approach

Adaptive topology is proposed for the system discussed in the previous section. The approach relies on automatic changes of the controller characteristics to maintain the necessary performance in spite of incomplete original knowledge of the controlled process [14]. A particular branch of adaptive theory used in our system is model reference control with parametric adaptation. The model reference scheme is a mechanism that “forces” the output of an adjustable system to follow the output of the reference model. The basic assumptions are: the reference model is time-invariant linear system, the reference model and adjustable system are of the same order, and parameters of the adjustable system are accessible for adaptation. Local parametric optimization is proposed as the core design technique. The idea of the approach is to define a performance index (criterion) dependent on the adjustable parameters and to minimize this index with respect to adjustable parameters using a particular optimization method. Let the reference model [15] be given by the transfer function

$$G_m(s) = \frac{y_m(s)}{x_m(s)} = \frac{\beta_0 M^m_{-1} + \cdots + \beta_0}{\alpha_0 s^m + \cdots + \alpha_0 s^0}$$

Consider the adjustable system that includes the controlled plant and the adaptive controller described as follows

$$G_{ad}(s) = \frac{y_{ad}(s)}{x_{ad}(s)} = \frac{\beta_0 M^m_{-1} + \cdots + \beta_0}{\alpha_0 s^m + \cdots + \alpha_0 s^0}$$

Then the error is found from

$$e(t) = y_m(t) - y_{ad}(t)$$

Let us define the performance index in the form below

$$J(\epsilon, t) = \int_{0}^{T} \epsilon^2(t) \, dt$$

Then our control strategy goal is

$$J(\epsilon, t) \rightarrow \text{Min}$$

that can be achieved using the gradient procedure, as follows

$$\Delta \alpha_i(t) = - \frac{\partial J(\epsilon, t)}{\partial \epsilon_i}, \quad i = 1, 2, 3, \ldots, n$$

$$\Delta \beta_i(t) = - \frac{\partial J(\epsilon, t)}{\partial \beta_i}, \quad i = 1, 2, 3, \ldots, m$$

Then by using the definition of J given by (15) we can find the following derivatives of increments

$$\alpha'_i = -2k_t \epsilon(t) \frac{\partial \epsilon(t)}{\partial \alpha_i}, \quad i = 1, 2, 3, \ldots, n$$

$$\beta'_i = -2k_t \epsilon(t) \frac{\partial \epsilon(t)}{\partial \beta_i}, \quad i = 1, 2, 3, \ldots, m$$

In addition, partial derivatives of the errors are obtained (19) – (20) as follows

$$\frac{\partial e(t)}{\partial \alpha_i} = \frac{\partial e(t)}{\partial \beta_i} = 0$$

By omitting a factor of 2, we derive the following expressions for time derivatives

$$\alpha'_i = k_p e(t) \frac{\partial \epsilon(t)}{\partial \alpha_i}, \quad i = 1, 2, 3, \ldots, n$$

$$\beta'_i = k_p e(t) \frac{\partial \epsilon(t)}{\partial \beta_i}, \quad i = 1, 2, 3, \ldots, m$$
Derivatives $\frac{\partial \gamma_{ai}}{\partial \alpha_i}$ and $\frac{\partial \gamma_{ai}}{\partial \beta_i}$ are sensitivity functions that can be defined in a practical form. Let us re-write (13) as follows

\[
\gamma_{ai}(s) = -\left[\sum_{l=1}^{m} \beta_i x_l(s) + \sum_{l=1}^{n} \alpha_i x_l(s)\right]
\]

\[
\tag{25}
\]

As an example, we can differentiate (25) with respect to adjustable parameter $a_2$:

\[
\frac{\partial \gamma_{a2}}{\partial a_2} = -s^2 \gamma_{a2}
\]

\[
\tag{26}
\]

It is a practical assumption that parameters $a_i$ change slowly in time, compared to the change of the control efforts [16], i.e. their time derivatives $s \gamma_{a2}$ are small, then

\[
\frac{\partial \gamma_{a2}}{\partial a_2} = -s^2 \gamma_{a2}
\]

\[
\tag{27}
\]

Then, sensitivity functions in (21) and (22) can be approximated as

\[
\frac{\partial \gamma_{a2}}{\partial a_2} = -s^2 \gamma_{a2}
\]

\[
\tag{28}
\]

Similarly, by differentiating (25) with respect to $\beta_2$ we have

\[
\frac{\partial \gamma_{a2}}{\partial \beta_2} = -s^2 \gamma_{a2}
\]

\[
\tag{29}
\]

Assuming that parameters $\beta_2$ change slowly in time, i.e. their time derivatives $s \gamma_{a2}$ are small, (29) simplifies to

\[
\frac{\partial \gamma_{a2}}{\partial \beta_2} = -s^2 \gamma_{a2}
\]

\[
\tag{30}
\]

Then the general form of these sensitivity functions is

\[
\frac{\partial \gamma_{a2}}{\partial \beta_i} = -s^2 \gamma_{a2}
\]

\[
\tag{31}
\]

Finally, the adaptation law can be formulated from (23) and (24) in the differential form

\[
a_i' = -k_i \gamma_{ai}(s) \gamma_{a2}(s), i = 1, 2, 3, \ldots, n
\]

\[
\tag{32}
\]

\[
\beta_i' = -k_i \gamma_{ai}(s) \gamma_{a2}(s), i = 1, 2, 3, \ldots, m
\]

\[
\tag{33}
\]

or re-written in the integral form

\[
a_i = -k_i \int_0^t e(t) \gamma_{ai}(s) dt + a_i(0)
\]

\[
\tag{34}
\]

\[
\beta_i = -k_i \int_0^t e(t) \gamma_{ai}(s) dt + \beta_i(0)
\]

\[
\tag{35}
\]

This approach is known as the MIT rule. A block diagram of a system utilizing this approach is shown in Fig. 32.

### B. Control Synthesis

Our controlled plant is a micro-grid inverter operating in the voltage-mode control. Its control-to-output transfer function was derived earlier and is given by Eq. (11). It is a third-order system that can be expressed as follows

\[
\frac{\hat{y}(s)}{\hat{u}(s)} = \frac{N_f}{D_f} = \frac{b_2 z^2 + b_1 z + b_0}{s^3 + a_2 s^2 + a_1 s + a_0}
\]

\[
\tag{36}
\]

Before obtaining the transfer function of the adjustable system, we need to select desired controller configuration. In order to minimize the tracking error in the control loop, some form of an integrator can be introduced [17, 18]. The following form of a controller is proposed.

![Fig 6. Proposed controller configuration](image)

In addition to the blocks shown in Fig. 6, another controller can be introduced on the input of the system to adjust the dc gain. It should be noted that the entire feedback is composed of two parts. One is a standard proportional-integral (PI) controller with constant coefficients $k_i$ and $k_p$. The other block is an adjustable controller $N_c/N_p$ whose denominator is used to cancel the plant’s zeros and the numerator has adjustable coefficients. Consider the two controllers in the plant’s feedback. Let the parallel combination of the PI controller and the adaptive controller be expressed as follows.

\[
N_f = \frac{k_p s + k_i}{s} + \frac{\hat{a}_2 s^2 + \hat{a}_1 s + \hat{a}_0}{s^3 + b_2 s^2 + b_1 s + b_0}
\]

\[
= \frac{s^2 b_2 k_p + s^2 (b_2 k_i + b_1 k_p) + s (b_2 k_i + b_1 k_p) + b_0 k_i + \hat{a}_2 s^2 + \hat{a}_1 s + \hat{a}_0}{s^3 + b_2 s^2 + b_1 s + b_0}
\]

\[
= \frac{s^2 b_2 k_p + s^2 (b_2 k_i + b_1 k_p + \hat{a}_1) + s (b_2 k_i + b_1 k_p + \hat{a}_1) + (b_0 k_i + \hat{a}_0)}{s^3 + b_2 s^2 + b_1 s + b_0}
\]

\[
\tag{37}
\]

Then the overall closed-loop transfer function for the system shown in Fig. 6 can be found using (37) as follows.

\[
G_{cl}(s) = \frac{N_{cl}}{D_{cl}} = \frac{\hat{a}_2 s^2 + \hat{a}_1 s + \hat{a}_0}{s^3 + b_2 s^2 + b_1 s + b_0}
\]

\[
\tag{38}
\]

Substitution of all relevant polynomials into (38) results in

\[
G_{cl}(s) = \frac{s^2 (b_2 k_p + b_2) + s^2 (b_2 k_i + b_1 k_p + \hat{a}_1) + b_0 k_i + \hat{a}_0}{s^3 + b_2 s^2 + b_1 s + b_0}
\]

\[
= \frac{s^2 (b_2 k_p + b_2) + s^2 (b_2 k_i + b_1 k_p + \hat{a}_1) + (b_0 k_i + \hat{a}_0)}{s^3 + b_2 s^2 + b_1 s + b_0}
\]

\[
= \frac{s^2 (b_2 k_p + b_2) + s^2 (b_2 k_i + b_1 k_p + \hat{a}_1) + (b_0 k_i + \hat{a}_0)}{s^3 + b_2 s^2 + b_1 s + b_0}
\]
The form of equation (39) fits the previously discussed adjustable system given by Eq. (13); therefore, local parametric optimization approach can be used as previously discussed.

IV. SIMULATION RESULTS

The controlled plant includes a renewable energy source, such as an array of wind turbines or photovoltaic panels. They are not shown explicitly, but their presence is indicated by a dc source VDC1, whose nominal voltage is assumed to be 50V. Only one phase of a three-phase system is presented in Fig. 7. The main utility grid is modeled by a 48V-peak, 50-Hz sinusoidal voltage source. It is also assumed that grid voltage perturbations occur on a relatively slow time scale (every 5 ms) and the values of these distortions are limited by ±20% of the reference voltage Vref. Fig. 8 shows perturbations obtained from a random number generator and the resultant grid voltage with distortions is presented in Fig. 9.

![Simulink model of the grid-connected inverter control system](image)

![Perturbation signal](image)

Voltage $V_o$ is considered to be the output of our controlled plant. Nominal load is purely resistive with $R_d = 5\Omega$.

![Grid voltage fluctuations](image)

Nominal values of the components of the LC filter and the grid interface inductor are selected as follows:

- $R1 \ (R_f) = 0.045 \Omega$
- $R2 \ (R_g) = 0.135 \Omega$
- $R3 \ (R_c) = 1 \Omega$
- $L1 \ (L_f) = 150 \mu H$
- $L2 \ (L_g) = 450 \mu H$
- $C = 22 \mu F$

Main power electronics components also include a pulse-width modulator (PWM) driven by a gain block with saturation, as shown in Fig. 7.

The adjustable feedback controller (FB controller)$N_c/N_p$ is configured as discussed earlier. The denominator is a second-order polynomial and it is calculated based on the estimated values of our circuit parameters, for the
control-to-output transfer function given by (11). While the estimated polynomial may not be very precise and not cancel control plant’s zeros, the discrepancy does not result in noticeable performance degradation, most likely due to the adaptation mechanism. The denominator of the FB controller has three adjustable coefficients $\alpha_0 - \alpha_2$, and their values are found as given by equation (34). A feed forward controller has only one adjustable gain $\beta_0$. It is used to tune the dc gain of the closed-loop transfer function of the adjustable system. Finally, an adaptation mechanism based on local parametric optimization (MIT rule) is used to adjust the coefficients of both controllers. The reference model was calculated by performing the pole placement procedure for a 3rd-order transfer function with poles at 10000, 15000, and 16000 rad/s. This results in the following characteristic polynomial

$$D_m = s^3 + 41000s^2 + 5.5e8s + 2.4e12$$ (40)

Initially, the switch connecting the grid to the micro-grid is kept open. After the initial transient settles, the switch is closed, thus connecting all the system components together. Grid current drawn from the inverter is shown in Fig. 10. The current remains at zero until a breaker in the system closes at $t=0.1s$.

Finally, we can assess the quality of the output voltage signal. Fig. 12 features the output and reference voltages superposed together. The results indicate close fit between the actual and the desired signals.

$$\text{Fig 12. Reference and output voltage}$$

The value of THD measured in the above experiment was less than 2.5%. Similar experiments reported in [11] achieved THD values closer to 3% using a more sophisticated control algorithm.

V. CONCLUSION

An adaptive control approach for micro-grid inverters was presented in this paper. Several tasks of the system design were performed. First, a mathematical model that includes inverter power components, PWM switch, filters, and the load was developed. Then, a control system was synthesized designing adaptive algorithm that implements a local parametric optimization routine. Both the model and controller were implemented in Matlab/Simulink environment and were used as a simulation test bed for evaluating the proposed system. The results demonstrate that our design offers good performance characteristics in terms of waveform quality and the THD. While the design process included complex derivations, implementation of the final system is relatively simple. Yet, it offers all the advantages of adaptive control, including tolerance to system uncertainty, parameter variations in the controlled plant, and external disturbances.
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