Community Detection in a Social Network Using Differential Evolution with Multiple Objective Functions

Shubhankar Banerjee, Mrigank Shekhar, Nehal Agarwal
B.Tech Student, Dept of CSE, VIT University

Abstract—Detection of community structure in a complex network has been increased considerably over the recent times. Many algorithms have been adduced so far, but none of them has been subjected to stringent tests to evaluate their performance. In this paper we have used differential evolution for detecting communities in complex networks. The advantage of using differential evolution over the other community detection algorithms is that it does not require any prior knowledge about the community structure, which is particularly useful for its application to real-world complex networks where prior knowledge is generally not available. After generation of a new population, the idea is to delete the 'n' unfit individuals, and to breed 'n' new ones from the fit individuals. Each population, therefore, needs to be awarded a figure of merit, to indicate how close it came to meeting the overall specification, and this is generated by applying the objective function to the population results. In this we have used five different types of objective function as a figure of merit and did a comparative study to reach a logical conclusion over the use of which real time methodology is most suitable for the desired result.

Index Terms—Clustering, Community Detection, Differential Evolution, Objective Functions, Social Network.

I. INTRODUCTION

A social network is a social structure made up of a set of social actors (such as individuals or organizations) and a complex set of dyadic ties between these actors. The social network perspective provides a clear way of analyzing the structure of whole social entities. The study of these structures uses social network analysis to identify local and global patterns, locate influential entities and examine network dynamics. In general, social networks are self-organizing, emergent and complex, such that a globally coherent pattern appears from the local interaction of the elements that make up the system. These patterns become more apparent as network size increases. The modern science of networks has brought significant advances to our understanding of complex systems. The investigation of community structures has given rise to many diverse algorithms, most of them are unsuitable for large-scale real-time social networks because of the computational cost. Communities allow us to discover groups of interacting objects and the relations between them. Detecting communities is of great importance in sociology, biology and computer science, disciplines where systems are often represented as graphs. For example, in social networks, communities correspond to groups of friends who attended the same school, college, or who come from the same native place. In protein interaction networks, communities are functional modules of interacting proteins. The solution to this problem is not yet satisfactorily solved, despite the huge effort of a large interdisciplinary community of scientists working on it over the past few years. In this paper, we have used Differential evolution algorithm to detect network communities from raw network data. Differential evolution is a type of evolutionary algorithm which operates on a population of potential solutions applying the principal of the survival of the fittest to produce better and better approximation to a solution. Five different objective functions are used as modularity to find the optimal community structure of the network.

II. EXPLANATION OF THE METHODS

A. Differential Evolution

DE is an optimization technique which iteratively modifies a population of candidate solutions to make it converge to an optimum of the function. The initial population chosen randomly should cover the entire parameter space as much as possible. Here we have assumed a uniform probability distribution for all random decisions. DE generates new parameter vectors by adding the weighted difference between two population vectors to a third vector. This step is called Mutation. The mutated vector’s parameters are then mixed with the parameters of another predetermined vector, the target vector known as the trial vector. This parameter mixing is known as “crossover”. If the trial vector produces a lower cost function value than the target vector, then the trial vector is replaced by the target vector in the following generation. This operation is called selection.

B. Mutation Operation

After initialization, DE employs the mutation operation to produce a mutant vector \( V_i \) for each target vector \( x_i \).
The mutant vector is generated by applying the following mutation strategy: 

\[ v_{i,G+1} = x_{i,G} + F (x_{i,G} - x_{i,G}^*) \]

where \( i = 1, 2, 3, \ldots, N \). The mutant vector is then crossed over with the current trial vector \( u_{i,G} \) to generate a trial vector \( u_{i,G+1} \). The probability of crossover is called the crossover constant \( CR \) which has to be determined by the user. The scaling factor is a positive control parameter for scaling the difference vector.

### C. Crossover Operation

After the mutation phase, DE employs the binomial (uniform) crossover to each pair of the target vector \( x_{i,G} \) and its corresponding mutant vector \( v_{i,G} \) to generate a trial vector \( u_{i,G} \):

\[
u_{i,G}^j = \begin{cases} v_{i,G}^j & \text{if } \text{rand} (j) \leq CR \text{ or } (j = j_{\text{rand}}) \\ x_{i,G}^j & \text{otherwise} \end{cases}
\]

Here, \( \text{rand} \) is the jth evaluation of a uniform random number. \( CR \) is the crossover probability and \( CR E[0,1] \). \( CR \) is the crossover constant \( [0,1] \) which has to be determined by the user.

### D. Selection Operation

If the values of some parameters of a newly generated trial vector exceed the corresponding upper and lower bounds, we randomly and uniformly reinitialize them within the prescribed range. Then, the objective function values of all trial vectors are evaluated. After that, a selection operation is performed. To decide whether or not it should become a member of generation \( G + 1 \), the trial vector \( u_{i,G+1} \) is compared to the corresponding target vector \( x_{i,G} \). If vector \( u_{i,G+1} \) yields a smaller cost function value than \( x_{i,G} \), then \( x_{i,G} \) is set to \( u_{i,G+1} \); otherwise, \( x_{i,G} \) is kept as it is.

### III. DESCRIPTION OF OBJECTIVE FUNCTIONS EXPERIMENTED

#### A. Fitness Function

A fitness function is used to summarize, as a single figure of merit, how close a given design solution is to achieving the set aims. After each round of testing, or simulation, the idea is to delete the ‘n’ worst design solutions, and to breed ‘n’ new ones from the best design solutions. Each design solution, therefore, needs to be awarded a figure of merit, to indicate how close it came to meeting the overall specification, and this is generated by applying the fitness function to the test, or simulation, results obtained from that solution.

#### B. Clustering Coefficient Function

A clustering coefficient determines that which nodes in a graph will cluster together. Nodes having higher clustering coefficient tend to create tightly knit groups.

### IV. DESCRIPTION OF DATASETS UNDER STUDY

#### A. ZACHARY’S KARATE CLUB

These are data collected by members of a university karate club by Wayne Zachary. The ZACHE matrix represents the presence or absence of ties among the members of the club. The ZACHE matrix indicates the relative strength of the associations (number of situations in and outside the club in which interactions occurred).

#### B. NBLOGGERS

It is a 32x32 Matrix of bloggers.

#### C. STRAYER, CUMINS – DOMINANCE AMONG ADULT MACAQUES

A 30x30 matrix of dominance encounters. This matrix is built from experimental data on the 30 adult members (15 males & 15 females) of a community of macaque monkeys (Macacumulatta) housed at the Wisconsin Regional Primate Center in Madison. The monkeys were deprived of water and
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3. STRAYER, CUMINS – DOMINANCE AMONG ADULT MACAQUES
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then observations of which monkey got access to a drinking fountain were made.

D. SUNDARESAN, FISCHOFF, DUSOFF, RUBENSTEIN – ZEBRA AFFILIATION

This matrix is based on a study of a community of 28 Grevy’s zebras. Cell entries of 1 indicate that a pair of zebras appeared together at least once during study. Entries on 2 indicate a statistically significant tendency of pairs to appear together.

V. IMPLEMENTATION AND RESULT

Code has been implemented in C++ language. One can select the dataset and the type of objective function he/she wants to use in the program from a menu driven screen as input.

Fig. 1 Input Screen

Output is in the form of a file which shows the number of clusters formed and the individual number and its genes.

Fig 2 Output File

Code has been compiled on Windows environment using DevC++ editor. The program was executed with a population size of 10,000 individuals. Figure 2 shows the result obtained by executing the program using the NBLOGGERS dataset and fitness function as objective function. Only those generations are displayed that showed improvement in fitness. Duplicate fitness has been removed. Table 1 shows a comparative results obtained by executing the program on different datasets and applying five different objective functions to each of the datasets.

Table 1

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Fitness function</th>
<th>Clustering Coeff</th>
<th>Betweenness</th>
<th>Centrality</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBloggers</td>
<td>Max Value = 9613</td>
<td>Min Value = 4809</td>
<td>Max Value = 962</td>
<td>Max Value = 9613</td>
<td>Value = 4809</td>
</tr>
<tr>
<td>Zebra</td>
<td>Max Value = 4809</td>
<td>Min Value = 4808</td>
<td>Max Value = 4809</td>
<td>Min Value = 4808</td>
<td>Value = 4808</td>
</tr>
<tr>
<td>Elephant</td>
<td>Max Value = 4808</td>
<td>Min Value = 4808</td>
<td>Max Value = 4808</td>
<td>Min Value = 4808</td>
<td>Value = 4808</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE SCOPE

In this paper the efficiency of differential evolution for solving community detection problem has been investigated. It is evident from the study that the efficiency of differential algorithm depends upon the type of Objective function used. The paper enlists the advantages and implementation techniques of differential algorithm and their usefulness in solving community detection problem. It also mentions the extent and approach of evolutionary algorithms and the role of objective functions in it. The experimental results have demonstrated that DE is very effective in community detection in complex networks, including those with very vague community structures. In addition to its excellent performance, another merit of DE is that it does not require any prior knowledge about the community structure when detecting communities in a complex networks. The limitation of this work is that we have only used modularity as the objective function to find the optimal community structure of a network. However it has been recently pointed out that such approach might suffer from a so called resolution limit problem i.e some modules smaller than a specific scale will not be detected by the algorithms that only optimize modularity. We will further investigate this problem in future work.
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